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Seabed Structure Inferences From TREX13
Reflection Measurements
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Stan E. Dosso, and Jan Dettmer

Abstract—Seabed reflection measurements can be used to in-
fer highly detailed properties of marine sediments. The informa-
tion content is largely contained in the interference pattern in
frequency-angle arising from wave constructive and destructive
interference in a plane layer. Wide-angle reflection measurements
at a ridge crest and a swale site off the coast of Panama City, FL,
USA, instead show interference patterns that are highly perturbed.
Interface roughness was hypothesized to be the cause of the pertur-
bations. This hypothesis is examined using numerical simulations.
Measured data and simulations at the swale site show broadband
peaks and troughs due to focusing/defocusing effects from bound-
ary curvature which perturbs the interference pattern. While the
hypothesis roughness is likely correct at the swale site, the rough-
ness statistics are not known sufficiently to validate the hypothesis.
At the crest site including roughness did not lead to strong similar-
ities with the data. Interference pattern perturbations at both sites
eliminated the possibility of estimating sediment parameters from
inversion of broadband wide-angle data. Instead, sediment prop-
erties were estimated by inspection and forward modeling. The
estimates reasonably agree with geoacoustic properties estimated
from normal incidence measurements in the swale and indicate
similar sound speeds and densities on two ridges ∼6 km apart.

Index Terms—Geoacoustic properties, roughness, seabed reflec-
tion.

I. INTRODUCTION

M IDFREQUENCY 1–10-kHz reverberation in littoral re-
gions is often controlled by seabed mechanisms. For ex-

ample, in isospeed or downward refracting conditions, seabed
properties often dominate boundary reflection and scattering,
which are both important factors for reverberation. Seabed re-
flection is often approximated (modeled) using flat boundaries
and bulk sediment properties, i.e., smoothly varying properties
within a sediment layer, and ignoring heterogeneities or fluc-
tuations, e.g., [1]. Seabed scattering, on the other hand, is a
function of both of the smoothly varying sediment properties
and small-scale inhomogeneities, e.g., [2].
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The bulk sediment properties of interest are the compres-
sional wave speed and attenuation and density as a function
of depth and frequency. Measurement of even these properties
(under the fluid sediment approximation) is challenging. There
are a number of approaches for measuring these properties in-
cluding direct (e.g., coring) and remote sensing or geoacoustic
inversion approaches (e.g., sediment property inference from
acoustic measurements), each of which has advantages and dis-
advantages.

The observational approach here employs measurements of
broadband wide-angle seabed reflection. The advantages of this
approach are:

1) high resolution vertically, 0.1 m and laterally, O(101)m;
2) relatively small uncertainties from the space/time-varying

oceanography and biologics due to short path lengths;
3) low source levels are possible;
4) the data are expected to be highly informative for seabed

geoacoustic properties, especially sound speed, density,
and attenuation dependencies on depth and frequency
(e.g., see [3]).

Wide-angle reflection measurements can be conducted with a
moving source and receiver to probe lateral variability (e.g., [4]);
however in this experiment, the receiver was fixed. To probe lat-
eral variability, broadband normal incidence reflection data were
also measured. These data have significantly lower information
content than the wide-angle data, and lead to numerous parame-
ter ambiguities in estimating sediment properties. Nevertheless,
these data can be useful for developing a broad understanding
of the sediment spatial variability.

The high information content of the wide-angle reflection
data is primarily contained in the interference pattern across
frequency and angle caused by a layered medium. The inter-
ference pattern is due to the classical quarter-wavelength and
half-wavelength resonances in a given layer that lead to nulls
and peaks, respectively, in the reflection coefficient across fre-
quency and angle. The interference pattern has always been
observed in dozens of our previous wide-angle measurements.
Its presence has opened the door to estimating: layer thicknesses
[5], the number of layers1 [6], density gradients [7], sound speed,
and attenuation dispersion [3] (i.e., their frequency dependence

1In most geoacoustic inversion approaches, the number of layers must be
chosen by the researcher before performing the inversion, but broadband wide-
angle reflection data contain sufficient information through the interference
pattern to permit number of layers itself to be a parameter determined by the
data; see [6].
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which is typically difficult to obtain), and spatial variability
(e.g., [4] and [8]).

All of these previous measurements were conducted on the
mid to outer shelf, in water depths 80–180 m. This experiment
was sited in a water depth of 20 m off Panama City, FL,
USA, as part of the 2013 Target and Reverberation Experi-
ment (TREX13). In this inner shelf region, there is significantly
more wind, wave, and current energy at the benthic boundary.
This, coupled with proximity to varied sediment fabrics, e.g.,
estuarine and marine, leads to much higher geoacoustic spatial
variability (including larger interface roughness and stronger
sediment volume heterogeneities) than on mid to outer shelf
regions. Thus, our past assumption of flat interfaces and no sig-
nificant sediment heterogeneities turned out to be inappropriate
for this environment.

The paper is organized as follows. In Section II, the design
of the reflection experiment is discussed. Wide-angle data pro-
cessing is described and the reflection data are presented in
Section III. Modeling and inspection of the data indicate that
the interference pattern has been perturbed, which prevents sta-
tistical inference using a plane-layered model. Instead, geoa-
coustic properties are estimated from the wide-angle data using
theory and forward modeling. One cause of the perturbations is
hypothesized to be layer roughness and this hypothesis is ex-
plored by numerical simulations at both the ridge crest site and
the swale site. In Section IV, normal incidence seabed reflec-
tion data are presented and analyzed near the swale site and the
estimated geoacoustic properties are compared with those esti-
mated from wide-angle data. Section V presents the conclusions
and summary.

II. MEASUREMENT DESIGN

The goal of the seabed reflection measurements was to
provide bulk sediment properties in each sediment layer. This is
required for 1) modeling scattering, which requires an under-
standing of the background medium (scattering data generally
contain insufficient information content to obtain both the
background and the fluctuating components); and 2) modeling
propagation.

One of the experimental challenges of wide-angle measure-
ments is multipath separation, in particular separation of the
direct path, the seabed reflected path, and sea surface reflected
path. At the TREX13 location, the 20-m water depth and the
inability to employ a source very near the sea surface (the usual
geometry) necessitated a particularly precise design of the ge-
ometry and waveforms.

The experiment design is shown in Fig. 1, where a
small, ∼1× 2 m, catamaran was deployed about 20 m aft of
Canadian Forces Auxiliary Vessel Quest. The source was sus-
pended below the catamaran 7–10 m, depending on the run. To
limit the vertical and horizontal displacement of the source due
to drag, a line was connected from the tow cable to the suspen-
sion line just above a 10-kg weight (not shown) several meters
below the catamaran. The source was an ITC-1007 spherical
transducer which transmitted an equalized 0.25-s linear fre-
quency modulated (LFM) down sweep from 12 to 1.4 kHz at

Fig. 1. Experiment design. The water depth is about 20 m; source and receiver
depths were about 7 and 16 m, respectively. A reference hydrophone (not
shown) 2 m above the source served to monitor source transmissions as well as
measuring normal incidence reflections from the seabed.

160 dB re 1 μPa @ 1 m and a repetition rate of 0.5 s. A depth
sensor and reference hydrophone were placed about 1 and 2 m
above the source, respectively. The reference hydrophone was
employed both to monitor the source transmission and to mea-
sure normal incidence reflection.

The receiver consisted of three self-recording hydrophones
placed along a vertical mooring line 7.5 m in length with a
0.25-m radius float providing buoyancy at the top. Signals from
two hydrophones were slightly contaminated by scattering from
corners and edges of the small potted rectangular electronics
boxes which were within ∼0.1 m of the hydrophone. The third
hydrophone (icListen HF) deployed at ∼16-m depth exhibited a
clean signal and was used in this analysis. The receiver dynamic
range was 120 dB and the sampling rate 64 kHz.

The ship transited as slowly as practical, given the sea condi-
tions, while maintaining navigation along a straight line. Typi-
cally the speed was about 1.5 m/s. To achieve the widest possible
angular coverage, the tracks were planned such that the catama-
ran transited directly over the receivers. Despite difficulties at-
tendant to low-speed navigation and position uncertainties of the
source and receiver, the minimum horizontal distance between
source and receiver was typically about 10 m (estimated by
geometry reconstruction discussed later). The very close prox-
imity of the ship to the receiver required low ship radiated noise
levels, which was achieved. There were also concerns in the
planning stage about reflections from the ship hull, which were
indeed observed in the measured data when approaching the
receiver. However, hull reflections were sufficiently separated
in time from the seabed arrivals that they did not affect the data
processing.

Wide-angle seabed reflection measurements were conducted
at two locations, see Fig. 2. The swale site is located between two
small ridges near the end of the ridge-swale topography [9] and
the ebb tide delta (bathymetric bulge) seen in the lower right-
hand corner of Fig. 2. The sediments there are characterized
by a poorly sorted conglomeration of sand and shells with a
significant fine fraction [10]. In this area, it was difficult to map
the mid-sand-sheet reflector beneath the poorly sorted sediment
from the seismic data, but it was speculated to be about a meter or
less below the seafloor [10]. The swale site is positioned slightly
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Fig. 2. Bathymetry (in meters) and location of swale (∗) and crest (◦) reflection sites.

north Northeast of the main reverberation track center line. The
second location, the crest site, was centered on a ridge crest
along a different bearing. The measurements were conducted
on May 3 (crest site) and May 5 (swale site) 2013; the sound-
speed profiles at both sites were nearly isovelocity.

III. WIDE-ANGLE REFLECTION

A. Data Processing

The quantity of interest is the seabed spherical wave reflection
coefficient. It is defined as the ratio of the reflected acoustic
pressure at a given source–receiver position, scaled by Green’s
function for the specular path as if the seabed were a perfectly
reflecting half-space (for details, see [11]). Two differences from
the processing in [11] and this experiment are: 1) the necessity
to account for the Doppler shift (prior measurements either used
an impulsive source, or the source and receivers were moving
in tandem); and 2) the necessity to estimate source–receiver
offsets using relative travel time between the direct, bottom, and
sea surface paths. Both of these are described below.

1) Doppler Estimation: The use of a broadband LFM signal
from a moving source and fixed receiver necessitated Doppler
compensation. The Doppler corrections are important for tem-
porally separating the direct, bottom, and surface paths so that
the reflection coefficient can be formed by scaled ratio of the
bottom and direct path total energies. In cases where there is
a sufficiently large temporal separation of the paths, e.g., high
angles, there is no difference between Doppler-corrected and
no Doppler-corrected reflection coefficients. That is, Doppler
effects do not change the total energy.

While there was a global positioning system (GPS) unit on
the catamaran, neither the source position (beneath the catama-
ran), nor the receiver position were precisely known. Doppler
estimation is often performed using a search algorithm resulting

in an ambiguity function, from which the most likely Doppler
speed is drawn. Pinson [12] developed a simpler method using
the phase of the Doppler cross-power spectrum that performed
as well or better than the search method on these datasets. Ex-
amples of the results are shown in Fig. 3, where the “raw”
curve (blue line) represents match-filtering with the transmitted
pulse. The curve labeled “Dop compen” (red line) represents
match-filtering with Doppler compensation applied to the trans-
mitted pulse. The first arrival is the direct path. Note that in the
raw match-filtered data, the low frequencies arrive first/last on
the incoming/outgoing legs. The Doppler processing properly
compensates for the relative motion, shortening the width and
increasing the peak of the direct path arrival. Near the closest
point of approach (CPA), the effect of the Doppler shift is small,
as expected. The estimated relative speeds from the Doppler
processing agrees closely with the measured speed from a GPS
unit mounted on the catamaran, which gives confidence in the
method (see Appendix 1, Fig. 18).

Doppler estimation was performed on the direct path only
and the Doppler compensation was applied to the entire sig-
nal. While the Doppler shift for the bottom reflected path will
differ from that of the direct path, the difference is expected
to be very small because the receiver is only a few meters
above the seabed, i.e., the path difference between the direct
and bottom paths are relatively small. The effect of ignoring
the slightly different Doppler is that the match-filtered data for
the bottom reflected path will have a slightly lower and broader
peak than for perfect compensation. Since the wide-angle re-
flection processing is based on waveform energy, not peak am-
plitude (i.e., the time series are integrated across separate time
windows containing the direct and bottom reflected paths), the
slight mismatch will not lead to errors in the magnitude of the
reflection coefficient. There will be a slight shift in the spectrum,
but this is expected to be negligible for the 50-Hz processing
bandwidth.
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Fig. 3. Example of raw data using the transmitted waveform as the replica (blue) and the Doppler compensated pulse (red) at three source-receiver offsets: 26 m
incoming, near the CPA, and 26 m outbound.

The Doppler corrected time series data, Fig. 4, show the direct
path (first arrival), followed by the seabed reflected arrival, fol-
lowed by the sea surface arrival (expressions of individual waves
can be observed). Since the clock drift on the self-recording re-
ceiver was unknown, the transmitted source pulse arrival time is
not known at this stage of the analysis. Even relative time (i.e.,
picking an arbitrary transmit time) was useful since in the initial
analysis the slope of the incoming and outgoing direct path ar-
rivals differed by a factor of 2. For the nearly constant ship speed,
the slopes should be nearly identical. The slope differences
meant that there was a 16.4-Hz error in the nominal sampling
frequency of the transmitted pulse (which was later verified). In
this plot, the correct sampling frequency has been used.

To determine arrival times, or equivalently the source–
receiver offsets, an inversion method was employed using travel
time differences between the direct, bottom, and sea surface
paths (see Appendix 1).

2) Reflection Data Processing: Given source–receiver hori-
zontal offsets or ranges r, the data can be examined in reduced
time, τ = (t2 − (r/cred)2)1/2 where t is time, cred is an ar-
bitrary reducing velocity, here cred = cw = 1524 m/s where
cw is the seawater sound speed. This essentially removes the
hyperbolae relating range offset with arrival time, flattening out
the arrival times, see Fig. 5. The first arrival in Fig. 5 is the direct
path; the second arrival is the seabed reflected path. Each trace

represents a different seabed angle and thus each angle samples
a slightly different portion of the seabed. From a ray point of
view, the specularly reflected ray strikes the seabed 3.5/14 m
from the receiver at the steepest/shallowest angle. The spatial
dimension of the insonified region around each seabed specular
point is defined by the Fresnel zone, which is an ellipse. The
major axis of the ellipse is along the line connecting source and
receiver projected on the seabed (termed “in-plane”), and the
minor axis is perpendicular. For example at 2 kHz, the in-plane
Fresnel radius is 11 m at the lowest angle and 1.5 m at the steep-
est angle. Given the high pulse repetition rate and low source
speed, substantial overlap of the insonified area exists from an-
gle to angle along the track. The total in-plane region of seabed
that is probed in this geometry, including the Fresnel zone, is
about 25 m, that is, 25 m on the incoming (negative ranges) and
25 m on the outgoing (positive ranges) tracks.

On the incoming track the multibeam data show a very slightly
sloping seabed (less than 0.1°). The nearly flat nature of the
seabed is borne out by inspection of the seabed reflected path
(negative ranges) in Fig. 5, which is essentially constant in time.
Note that on the outgoing leg, at ∼58 m, arrival times indicate
that the bathymetry has a slight change of slope.

The third arrival in Fig. 5 is the sea surface reflected path.
The strong arrival time variation associated with this path is
due to individual sea surface waves. The sea state during the
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Fig. 4. Stacked pulse arrivals at the swale site. The arrival times are arbitrary, in the sense that the transmit time is not known at this stage of the processing.

Fig. 5. Swale site measured data with Doppler corrections. The first arrival is the direct path, the second and third arrivals are the seabed and sea surface reflected
arrivals, respectively. The red dashed lines show the temporal window used to estimate the seabed reflected pressure.
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Fig. 6. Magnitude of the measured wide-angle pressure reflection coefficient at (a) swale site and (b) crest site. Note the significant difference in the reflection
coefficient between the two sites indicating significant differences in seabed characteristics.

experiment increased rapidly with an incoming storm beginning
with this leg. The red dashed line shows the time window used
to estimate the seabed reflection coefficient. Only data from the
incoming leg (negative ranges) were used for analysis, since the
sea surface waves on the outgoing leg are sufficiently large to
cause a leakage into the bottom reflection window at some
ranges.

A window of the same size was formed around the direct path
(not shown), and from data within these windows, the direct
and seabed reflected pressures were estimated. The reflection
coefficient is a scaled ratio of these quantities [11]. The result-
ing swale site reflection coefficient as a function of angle and
frequency is shown in Fig. 6(a). Identical processing was per-
formed at the crest site and the reflection coefficient is shown in
Fig. 6(b). Note the significant differences between the reflection
coefficients at the two sites, indicating substantial differences
in seabed properties.

B. Geoacoustic Estimation and Hypothesis Testing

The goal of the analysis is to estimate seabed properties from
the reflection data (Fig. 6). It is instructive to first perform some
simple modeling to gain insight into the information content of
the data.

1) Crest Site: At the crest site, there is a clear critical
angle at, θc ∼ 25◦; from Snell’s law this means that the sed-
iment sound speed is about cs = cw /cos(θc) = 1680 m/s.
This is a value associated with a sandy sediment fabric. If
it is first assumed that the sediment is a homogeneous half-
space, density can be estimated from the reflection coefficient
R at angles far above θc where, ρs = ρw cw /cs(1 + R(θ �
θc))/(1 − R(θ � θc)) ∼ 1.9 g/cm3 . This value is reasonably
consistent with empirical relations, e.g., [13], given a sound
speed of 1680 m/s.

A second assumption is made that the incident field can be
approximated by plane waves. Then the parameters and the
assumptions can be tested by comparing the measured data
with the modeled plane-wave reflection coefficient, Fig. 7(a).
Note that the gross features of the angular dependence are mod-
eled, however, there are substantial differences. First, the re-
flection data show a much greater variability above the critical
angle. Second, the angular dependence of the simulation near the

Fig. 7. Measured (x) 2 kHz pressure reflection coefficients at the crest site,
and modeled results (line) assuming incident: (a) plane waves and (b) spherical
waves. Note that near the critical angle, the spherical wave effects predict the
data more closely. The geoacoustic parameters are given in Table I.

critical angle is not compelling. If spherical wavefronts are im-
portant, reflections at multiple angles contribute to a single ref-
erence angle, resulting in a reflection coefficient than can be
greater than unity. Removing the plane wave assumption (i.e.,
performing the plane wave expansion for spherical waves from
the source) yields the result in Fig. 7(b). Note that the behav-
ior around the critical angle is more accurately modeled. This
indicates that spherical wave effects are important for this ex-
periment geometry and should be included. The peak in the
measured and modeled data around 20° is due to the construc-
tive interference between the classical reflected wave and the
lateral wave.

It is useful at this stage to examine the forward model predic-
tions across all frequencies. Fig. 8(d) shows the measured data in
their full angular coverage. The increased dynamic range per-
mits examination of reflection coefficients greater than unity;
note especially the peak and valley structure below the critical
angle that diminishes with increasing frequency. Fig. 8(a) shows
the predicted angle and frequency dependence of the half-space
case. The half-space assumption results differ from the mea-
sured data in the following ways.

1) Below the critical angle:
a) the data show a “patchy” frequency dependence,

whereas the model shows a smooth variation with
frequency of the interference structure;

b) the data show a general decrease in amplitude with
increasing frequency, whereas the model predicts a
nearly constant amplitude with frequency.
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Fig. 8. Crest site spherical reflection coefficients. The measured data are shown in (d). Modeled reflection coefficients from (a) homogeneous half-space,
see Table I; (b) same parameters with linear attenuation profile from the sediment interface 0.8 to 0.1 dB/m/kHz at 0.4 m subbottom; (c) same parameters as
(b) with a linear sound speed and density profile from 1600 m/s and 1.6 g/cm3 at the water sediment interface to 1680 m/s and 1.9 g/cm3 at 0.4 m subbottom;
(e) homogeneous half-space with flat interface using the L–K model, (f) same as (e) but with roughness, Table IV laser line scanner parameters and L = 0.2 m,
(g) layered seabed, see Table II; (h) layered seabed (L–K model) flat layers, (i) layered seabed (L–K model) with rough interfaces for the two lower layers only
where w1 is 5 and 10 times that of Table IV (multibeam) for the 4th and 5th interface, respectively, and L = 2 m.

2) The measured critical angle is nearly constant with fre-
quency, perhaps decreasing at high frequencies (above
8 kHz), whereas the modeled critical angle increases with
increasing frequency.

3) Above the critical angle:
a) the data show a broad decrease in amplitude from

low angles and low frequencies to high angles and
high frequencies, while the model is independent of
frequency;

b) at a finer scale, the data show some evidence of
layer interference and also several reflection coeffi-
cient highlights which are generally across a band
of frequencies. The model results show no structure
in angle-frequency space.

It is clear that the half-space model does not capture the mea-
sured data behavior and thus further modeling was performed
with the goal of explaining that behavior.

Several hypotheses were explored to explain the angular and
frequency dependence at and below the critical angle. One possi-
ble explanation for the decrease in the reflection coefficient with
frequency below the critical angle is gradients in the geoacous-
tic properties. The effect of an attenuation gradient in the upper
0.4 m is shown in Fig. 8(b), which grossly shows the overall trend
in the data both in terms of the decrease in amplitude and also

TABLE I
CREST SITE GEOACOUSTIC PARAMETERS FOR THE HOMOGENEOUS

HALF-SPACE SIMULATION

Sound speed (m/s) Attenuation (dB/m/kHz) Density (g/cm3)

1680 0.05 1.9

The water sound speed is 1524 m/s. The attenuation is relatively
poorly constrained.

the nearly uniform critical angle with frequency. The hypothe-
sized negative attenuation gradient (decreasing attenuation with
subbottom depth) could be due to increased overburden pres-
sure and concomitant increase in grain-to-grain coupling. Such
coupling would be expected to lead to positive gradients in sound
speed and density. The effect of including sound speed, density,
and attenuation gradients [see Fig. 8(c)] yields trends slightly
more similar to the data. More sophisticated gradients (e.g.,
exponential) were briefly explored and gave similar results.

The frequency dependent behavior of the data below the crit-
ical angle [see Fig. 8(d)] and its nonuniform angular and fre-
quency dependence above the critical angle [see Figs. 7(b) and
8(d)] both suggest that sediment layering may be present. A hy-
pothesized four-layer seabed (see Table II) yields the reflection
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TABLE II
HYPOTHESIZED CREST SITE GEOACOUSTIC PARAMETERS

Thickness (m) Sound speed (m/s) Attenuation (dB/m/kHz) Density (g/cm3)

0.01 1680 0.8 1.9
0.04 1555 0.6 1.6
1.5 1680 0.15 1.9
1.4 1555 0.1 1.6
– 1680 0.05 1.9

The water sound speed is 1524 m/s.

simulation shown in Fig. 8(g). The layered simulation mimics
the data behavior much better below the critical angle, capturing
both the “patchy” behavior with frequency and the diminishing
amplitude as frequency increases. The layered simulation also
captures the near frequency independence of the critical angle.
At angles above the critical angle, the simulation captures the
broad decrease in amplitude from low angles/frequencies to high
angles/frequencies much better than the other models. Also, the
evolution of the simulated interference pattern over angle and
frequency is similar to that of the data between 30°–60° and
3–10 kHz, though the data show fewer and weaker interferences.
It seems plausible that some mechanism has highly perturbed
their structure. That is, the simulation has a much more regular
structure than the data and does not capture the “highlights” that
persist across frequency in the measured data.

Important aspects of the layered simulation [see Fig. 8(g)]
include the presence of two identical intercalating sediment
layers,2 and an attenuation gradient with depth (from layer to
layer). The layered model is speculative. From a geologic pro-
cess point of view, it is not clear how sediment layers with
a nonnegligible fine-grained component would be present on
the ridge crest, but this could be possible from a large storm
or hurricane. If such a process did occur, multiple events at
different times creating multiple layers would be plausible.
Other hypotheses, interface and subbottom roughness, Fig. 8(f)
and (i), respectively, will be discussed at a later point (end of
Section III).

The modeling here assumes that the sound speed in a given
layer is independent of frequency, i.e., no dispersion. This as-
sumption can be examined by inspection of the frequency de-
pendence of the critical angle in Fig. 8. First note that with
spherical wave effects, the critical angle increases with increas-
ing frequency due the reduction in Fresnel zone size (and asso-
ciated averaging over vertical angle). This can clearly be seen in
Fig. 8(a) with no dispersion. If positive dispersions (an increase
in sound speed with frequency) were present, this would lead
to an even greater increase in the critical angle with increasing
frequency. However, the data [see Fig. 8(d)] indicate that there
is no substantial change in the critical angle with increasing
frequency. Thus, with the homogeneous half-space assumption,
to fit the frequency dependence of the observed critical angle,
negative dispersion (decreasing sound speed with increasing

2The intercalating model with two identical sediments was the simplest way
(following Occam’s razor) to build up a layered model, i.e., using known sed-
iment speeds for two distinct sediment types and assuming that some process,
e.g., large storms, creates inter-bedding from two different sediment sources
(e.g., estuarine and marine). Other different layered models could be postulated.

frequency) must be invoked. Negative dispersion can only be
invoked when many large scatterers are present of the order of
or greater than the wavelength. While shells and shell fragments
do exist in the sediment, their size is much smaller than what
would produce negative dispersion.3

Since the half-space assumption fails to explain the frequency
dependence of the critical angle, some kind of structure in the
seabed must be presumed. Here, two explanations for the critical
angle frequency dependence are posited, gradients [see Fig. 8(b)
and (c)] or layering [see Fig. 8(g)]. Either mechanism, or po-
tentially both together, give a reasonable explanation for the
frequency dependence of the critical angle.

The “perturbed” somewhat random pattern above the critical
angle in the measured data was surprising inasmuch as exten-
sive prior reflection measurements at other locations showed a
clear interference pattern (as just one example, consider Fig 4(a)
of [14]). Without the interference pattern, it seemed highly
likely that inversions based on a plane-layered medium (e.g.,
[6]) would fail since this is clearly a poor approximation here.
Nevertheless, for “completeness,” a trans-dimensional Bayesian
inversion was attempted, which resulted in an unsatisfactory
half-space solution, similar to Fig. 8(a).

The observations at the ridge crest site are summarized as
follows.

1) There is clear evidence that spherical wave effects are
important, i.e., the presence of the interference structure
below the critical angle caused by the lateral wave.

2) The frequency dependence of the observed critical angle:
a) suggests weak or no sound speed dispersion from

1.5–10 kHz;
b) cannot be explained by a homogeneous half-space,

some kind of structure must be present;
c) can be explained by layering.

3) The observations below the critical angle:
a) cannot be explained by a homogeneous half-space,

some kind of structure is present;
b) suggests that layering is present, layering with gra-

dients in sound speed, density, and attenuation is
also plausible.

4) The observations above the critical angle:
a) do not support a homogeneous half-space model.

Some kind of structure is present;
b) the (unknown) sediment structure leads to a broad

reduction in the reflection coefficient with increas-
ing frequency and angle and also adds a largely
random looking pattern of reflection highlights;

c) weakly suggest layering due to vestiges of interfer-
ence patterns seen from 3–10 kHz;

d) are partially explained by plane layering, but plane
layering does not explain the randomness.

2) Swale Site: Inspection of the reflection data at the
swale site [see Fig. 6(a)] shows no critical angle (i.e., an
angle below which the reflection coefficient is approximately

3Unpublished modeling by Todd Hefner based on sediment grain size analysis
indicates that negative dispersion is not expected for frequencies below about
100 kHz in this area.
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TABLE III
SWALE SITE GEOACOUSTIC PARAMETERS

Thickness (m) Sound speed (m/s) Attenuation (dB/m/kHz) Density (g/cm3)

0.65 1555 0.45 1.6
1680 0.2 1.9

The water sound speed is 1524 m/s.

unity). This means that the sound speed must be less than
cs ≤ cw /cos(θmin), where θmin is the minimum observed angle
in the measurement. This leads to cs ≤ 1585 m/s. The lower
sound speed (relative to crest site) was not surprising given that
core data taken on the ebb tide delta showed a significant fine
fraction [10].

Inspection of the swale site reflection data clearly shows
an interference pattern below 30°. The interference pattern is
caused by classical quarter-wavelength (kjzdj = mπ/2) and
half-wavelength resonances (kjzdj = mπ), where kjz is the
vertical component of the wavenumber in the jth layer, dj is
layer thickness, and m is an integer. These relations indicate
a single layer and provide means to estimate layer thickness,
∼0.65 m. The layer properties were informed by analysis of
normal incidence reflection data (see Section IV) and are given
in Table III.

The underlying half-space properties were informed by [10]
which indicated that the mid-sand-sheet reflector was below the
poorly sorted sediment by about 1 m or less, which conforms
closely with the layer thickness, 0.65 m estimated from the
wide-angle reflection data. Lacking other specific information,
we assume the same properties for the mid-sand-sheet-reflector
as the sand at the crest site (see Table III). The simulation
result [see Fig. 9(b)] based on this geoacoustic model shows
an interference pattern that is reasonably similar to the data
[see Fig. 9(a)] at angles below 30°. The interference pattern at
steeper angles is not apparent in the data. Fig. 9(c) and (d) will
be discussed in the following section.

3) Effect of Rough Boundaries: It was hypothesized that per-
turbation of the interference pattern could be caused by layer
roughness. This hypothesis was explored by forward mod-
eling using the same geometry as in the at-sea experiment.
The reflected field was computed in the time domain from
a point source and receiver above a layered seafloor and the
reflected time series data were then processed in the same
manner as the measured data. The principle approximations
in the model (see [15]) are the tangent-plane approximation,
the Born approximation (multiple reflections between inter-
faces are neglected), and the flat-interface approximation for
computing the transmitted field. The latter two approximations
follow closely from Langston [16] and thus the model will
be referred to as the Langston–Kirchhoff (L–K) model. The
roughness is parameterized assuming a von Karman spectrum,
W (k) = w/(k2 + L−2)γ/2 , where k is the spatial wavenum-
ber, w is spectral strength, γ is spectral exponent, and L is the
spectral cutoff length.

The L–K model was verified first with flat interfaces by a
comparison with numerical evaluation of the Sommerfeld in-
tegral (which is an exact solution of the reflected field from

a point source above a plane-layered medium). It was then
verified for rough interfaces using a time-domain finite-
difference software package Simsonic [17] for the layered envi-
ronment of Table III and a realization of roughness parameters
discussed in the following paragraphs. The L–K model is ca-
pable of treating both 2-D and 3-D environments (1-D and 2-D
rough surfaces) and a few 3-D simulations were performed. The
3-D computations were 400 times slower than 2-D for the fre-
quency range and spatial domain of the simulation problem here.
Since the general trends and features of the 3-D and 2-D models
were similar for this environment and geometry, the 2-D model
was used most extensively and those results are presented here.
The L–K model also treats in-plane and out-of plane dipping
layers, but for the simulations here, the mean interfaces were
assumed to be parallel to the sea surface.

The goal of the simulations was to determine if general fea-
tures of the interference perturbations in the data at both swale
and crest sites could be explained by interface roughness. As
far as was practical, environmental parameters were drawn from
measurements at each site.

a) Swale Site: The geoacoustic properties at the swale site
(see Table III) were inferred by modeling. 1-d roughness statis-
tical parameters, Table IV, were estimated by Hefner [18] from
laser line scanner from the water sediment interface. Though the
laser line scanner data were collected on a ridge, not a swale,
these were assumed to be pertinent to both environments. Since
no estimates of the spectral cutoff were available, five realiza-
tions were drawn for various values of spectral cutoff length, L.
Each realization consists in applying the von Karman spectrum
with the different cutoff length on an identical white random
spectrum (but different between the water-sediment interface
and the base of the layer). The Gaussian distributed interface
slopes for these parameters have a standard deviation of 3°
at L = 0.03 m and 9° at the maximum spectral cutoff value,
L = 1.8 m.

No roughness measurements were available for the lower
layer boundary and as a first approximation, the roughness statis-
tics were assumed to be identical at both interfaces. The sim-
ulation results are shown in Fig. 10. Note that high reflectivity
values near 10 kHz at 15°–25° are numerical artifacts.

Before discussing the simulations, it is helpful to consider
effects of the Fresnel zone, or the size of the insonified region
on the rough surface (see Fig. 11). The smallest in-plane Fresnel
radius is about 1 m, which occurs at the highest angle and
frequency. The largest in-plane Fresnel radius is about 10 m
which occurs at the lowest angle and frequency. The Fresnel
radius is an important spatial scale that significantly affects how
the roughness influences reflection. Returning to the reflection
simulation with rough boundaries (see Fig. 10), the results in the
first row, L = 0.03 m, indicate that roughness has practically no
effect on the reflection coefficient at all angles and frequencies.
This can be understood by comparing 2πL with the Fresnel
radius, ξ. When the Fresnel zone is much larger than the cutoff
scale, (ξ � 2πL), the acoustic field at the receiver is averaged
across many roughness scales, and the roughness has little net
effect on the reflection coefficient.

When 2πL is on the order of and larger than the Fresnel zone
and there is sufficient power in the low wavenumber part of the
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Fig. 9. Swale site seabed reflection (a) data and (b)–(d) simulations. (b) single plane layer over a half-space (see Table III), which roughly captures the measured
data below 30°, (c) Table III with roughness parameters of L = 0.6 m γ1 = 3.43 w1 = 0.0039 m4 for the top and bottom of the layer and (d) same as (b) with
L = 0.3 m and modified basement parameters of 1640 m/s and 1.65 g/cm3.

TABLE IV
ROUGHNESS PARAMETERS USED IN THE SIMULATIONS

Data Source 1-D spectral strength
w1 (m 4 )

1-D spectral exponent γ 1

Laser line scanner [18] 3.9 × 10–3 3.43
Fit to multibeam and laser
line data (Appendix 2)

2.12 × 10–5 1.85

heterogeneity spectrum, the roughness plays a more significant
role and the interference pattern is perturbed. This can be seen
in row 2, L = 0.2 m (Fig. 10), for the high angles and high
frequencies (above ∼5 kHz), where the interference pattern is
perturbed. Note that at low angles and frequencies, however, the
interference pattern is not perturbed much, since in that region
ξ � 2πL.

It is useful at this point to refer back to measured data,
Fig. 9(a). The fact that the interference pattern is most clearly
visible at low angles can now be understood in light of Fresnel
zone effects. Note also that the Fresnel zone (see Fig. 11) is
a relatively weak function of frequency at the low angles, say
below 30°; the data show this same trend. That is, the interfer-
ence pattern is most clearly seen in the data below 30° and at all
frequencies with some minor perturbation at higher frequencies.

As the spectral cutoff increases further, e.g., L = 0.6 m in
row 3, Fig. 10, more of the frequency-angle domain is affected
by the roughness and broad patterns emerge. For example, in

row 3 realization 1, there are reflection peaks at 30°, 40°, 50°,
80° that can be seen across a range of frequencies. The broad-
band nature can be explained by focusing from seabed curvature
(from either layer interface). Theory predicts that the reflection
amplitude due to focusing increases with increasing frequency.
For example, above a concave hemispherical boundary, the fo-
cused field amplitude (i.e., reflection) at a distance equal to the
radius increases linearly with frequency (e.g., [19]). This am-
plitude increase is simply a manifestation of conservation of
energy, where the size of the “focal spot” decreases with in-
creasing frequency. One example of this can be seen in row 5
realization 2 at about 55°, where the high reflection coefficient
due to focusing increases in amplitude and narrows in angular
range with increasing frequency (due to the diminishing in size
of the focal spot). The oscillatory behavior of the frequency de-
pendence in this (and other examples in Fig. 10) are caused by
the interaction of the focusing with the layer interference pattern.

Adjacent to the broadband focusing highlights, there are
broadband nulls. These are caused by defocusing (convex
regions of the seafloor within the Fresnel zone). For each
roughness realization, the focusing/defocusing regions move to
different locations in angle space (as expected). A key point
here is that interface curvature can perturb (or even destroy)
the interference pattern. The defocusing effects also appear in
the measured data. Note that the broadband reflection high-
light at about 35°, Fig. 9(a), may be from focusing and the
reflection nulls on either side due to defocusing. The data are
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Fig. 10. Simulation of experiment data, i.e., using the same experiment geometry, with estimated roughness values from laser line scanner data, Table IV, for
various realizations (columns) and values of spectral cut-off, L (rows). Geoacoustic properties are given in Table III.

Fig. 11. In-plane Fresnel zone radius for the experimental geometry employed
in the reflection measurements.

compared with simulation in Fig. 9(c) (L = 0.6 m, realization
3 in Fig. 10). Note that the simulation and observations show a
number of similar features as follows:

1) the existence of a broadband reflection highlight at 35°;
2) the highlight oscillates in frequency;
3) there are reflection nulls on either side of the highlight;

and
4) the null is less “deep” at shallow angles (25°–32°) than at

steeper angles (40°–48°).
The simulation in Fig. 9(c) clearly has stronger perturbations

than observed in the data; the simulation result for the same
realization with L = 0.2 m show weaker perturbations (see

L = 0.2 m, realization 3 in Fig. 10). A spectral cutoff length
0.2 < L < 0.6 m was expected to give a closer match to the
data, which is the case seen in Fig. 9(d) with L = 0.3 m. In
Fig. 9(d) results, the basement sound speed and density were
reduced (see caption) to mimic a positive density and sound
speed gradient in the upper layer. The primary effect of the gra-
dient with respect to the reflection coefficient for this problem
is to lower the impedance contrast at the basement. Reducing
the basement sound speed and density is commensurate and
computationally simpler. The net result of the gradient, or re-
duction in basement impedance contrast, is to reduce the peak-
to-null amplitudes in the interference pattern. The simulation in
Fig. 9(d) captures much of the structure in the measured data.
Though it appears that in the measured data, the impedance con-
trast between the two layers was even lower than modeled, fur-
ther tuning of the geoacoustic or roughness parameters was not
attempted.

The simulation is instructive on one other point, i.e., the re-
flection coefficient is only weakly sensitive to L values much
greater than the Fresnel zone. This can be seen in Fig. 10 by
examining the similarity of the reflection coefficient for a given
realization when L � 0.6. From an information content point
of view, this means that the presence of perturbed interference
patterns in measured data can inform a lower bound to L, but
cannot inform an upper bound if the data space is such that
ξ � 2πL.

In addition to the roughness parameters from the laser line
scanner (spatial resolution 4 mm), it was desirable to estimate
roughness parameters from multibeam bathymetry data [20]
(spatial resolution 1 m). This was of interest since the spatial
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wavenumbers that control reflection are smaller than those es-
timated by the laser line scanner. The 1-D spectral parameters
estimated from the bathymetry data, are quite different (de-
tails are given in Appendix II). The roughness parameters used
in simulations (see Table IV) were derived by a fit across the
multibeam and laser line data, ignoring the low wavenumber
part of the laser line data.

The reflection coefficient simulation with these parameters
showed a weak perturbation of the interference pattern for all
values of L. Even at large values of L, the perturbations to the in-
terference pattern were much weaker than those in the data. This
is so because for a relatively low spectral exponent, the small-
scale roughness (high wavenumbers) imposed on the large-scale
curvature (low wavenumbers) prevent high coherence required
for significant focusing. When the spectral exponent is relatively
high, the power in the large-scale roughness/curvature is large
compared to the small-scale roughness so that strong focusing
can occur (as in Fig. 10). Thus, two conditions are needed for
focusing, a relatively high spectral exponent and 2πL∼ > ξ.

It was clear that the multibeam bathymetry-derived roughness
parameters at the top and bottom of the layer could not explain
the observations. This left the possibility that a subbottom inter-
face with higher roughness at low wavenumbers could explain
the data. This seems plausible since the lower layer is coarser
grained in nature, and could have formed in a higher energy
environment (e.g., lower sea level) than the upper layer. This
possibility was explored using the bathymetry-derived spec-
tral parameters at the water sediment interface with Ltop =
[ 0.15, 1, 3, 5, 9] m, and the laser line scanner parameters on
the lower layer with Lbottom = [ 0.03, 0.2, 0.6, 1, 1.8] m. Note
that the spectral cutoff value of L is five times smaller at the bot-
tom of the layer than at the top; this was done because using
the Ltop values for the bottom layer would lead to unreasonable
values of rms roughness in the bottom layer.

The reflection simulation results using a higher roughness
at the lower layer showed generally weaker perturbations than
Fig. 10 (as expected) and most of the 25 results (5 realizations
times 5 values of L) showed weaker interference perturbations
than the data. One realization showed strong perturbations, but
this was due to a peak in the bottom layer height. The peak
led to a very thin layer thickness (0.2 m) at ∼30° and a highly
perturbed interference pattern, but quite dissimilar to the data.
The case of equal (laser line scanner) roughness statistics at both
interfaces (see Fig. 10) exhibited features more similar to the
data than did this simulation.

b) Crest Site: Returning now to the crest site, interface
roughness effects were explored also using the L–K model.
Before discussing the roughness simulations, the L–K model
was tested with a flat interface [see Fig. 8(e)] and comparing
it with the exact solution [see Fig. 8(a)]. Note that the L–K
model captures the relevant physics quite well both at and be-
low the critical angle. This gave some confidence in applying
the model to the crest site. Roughness effects were simulated
using the laser line scanner roughness parameters (see Table IV)
with L = 0.03, 0.2, 0.6, 1.8 m for five different roughness real-
izations. The result that was most similar to the crest site data
is shown in Fig. 8(f), where the high levels from 9–10 kHz and

15°–25° are numerical artifacts. Note several broadband fea-
tures from focusing/defocusing. Though a few similar features
are seen in the observations [see Fig. 8(d)], the similarities are
not compelling and the differences are significant. The agree-
ment below the critical angle is rather poor and roughness does
not explain the reduction in the reflection coefficient at high
frequencies and high angles. The other simulations L � 0.2 m
had much stronger focusing/defocusing effects than observed in
the data.

Simulations were also performed at the crest site for rough-
ness in the layered case. Again, the L–K model with flat layer
interfaces [see Fig. 8(h)] was compared with the exact solution
[see Fig. 8(g)]. The model performs well above the critical an-
gle, but poorly below the critical angle due to the neglect of
multiple interactions within a layer, and the presence of thin
layers in the geoacoustic parameters (see Table II). Both rough-
ness parameter sets from Table IV were employed to model
roughness at all and combinations of several layers. For many
of the realizations, there were strong focusing/ defocusing ef-
fects not observed in the data. The realization shown, Fig. 8(h),
approximately captures the higher levels at about 60° across a
wide frequency band seen in the data, Fig. 8(d). However, the
simulation still has a more organized frequency-angle behavior
than does the data.

In summary of the crest site simulations, interface roughness
added to the half-space and layered cases led to some (modest)
changes in predicting trends observed in the data. The angular
and frequency dependence with roughness do not closely mimic
the observations. Another possibility for explaining the observa-
tions is sediment volume heterogeneities. This was not explored.

IV. NORMAL INCIDENCE REFLECTION

The wide-angle reflection analysis considered two locations
—a ridge and a swale separated by ∼6 km (see Fig. 2). The
motivation for the normal incidence measurements was to un-
derstand the lateral variability of the water-sediment interface
at smaller scales, from O(1) m to O(100) m.

The normal incidence reflection coefficient was measured us-
ing a reference hydrophone approximately 2 m above the source
on the same tow cable and was collected at the same time as the
wide-angle measurements. Reference phone problems rendered
data viable only along one 440-m track (May 9, 2013) but for-
tuitously this was close to the swale site wide-angle reflection
track, see Fig. 12(a). Due to the tight geometry constraints on
the source depth and maximum depth of the source tow cable
required by the wide-angle data, the sea surface reflected path
on the reference hydrophone arrived before the bottom reflected
path by only ∼1.6 ms. On the track with viable data, the sea
surface was sufficiently rough so that the scattered coda from
the sea surface path obscured the arrivals following the bottom
reflection, but did not bias the bottom reflection peak. Thus,
instead of being able to use the bottom reflected time series and
form a frequency domain reflection coefficient, the magnitude
of the peak broadband (1.4–12 kHz) bottom reflection coeffi-
cient was used to make inferences of the sediment properties
near the water-sediment interface (∼upper 0.15 m).
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Fig. 12. (a) Bathymetry (meters) with normal incidence reflection track (black line) from northwest to southeast. The swale site wide-angle reflection track is
shown in red trending west-southwest (the line indicates only the bottom interacting portion of the track); (b) Normal incidence reflection coefficient data (blue)
along with interpreted “reflection regimes” (cyan dotted lines and numbers) and a simplified fit (red) to the data. (c) Along-track 10 m resolution bathymetry data
from [20].

The reflection coefficient was computed by taking the ratio on
every ping of the bottom reflected path peak and the direct path
peak, correcting each for spherical spreading. Source amplitude
variations were negligible, but were accounted for. The transit
speed was about 1.5 m/s, and the pulse repetition rate 0.5 s, so
the pulse-to-pulse offset in the specular point on the seabed is
0.75 m. Thus there is significant overlap in the Fresnel zone
on consecutive pings: 72%, 53%, 32% at the lower, center, and
upper end of the band, respectively (see the Fresnel zone radii
in Fig. 11 at 90°).

A. Seabed Lateral Variability at the 1–10-m Scale

The reflection results were averaged over three pings (a lat-
eral extent on the seabed of 3.5 m at the center of the band) and
are shown in Fig. 12(b) (blue line). Note the substantial drop
in reflectivity at ∼150 m, where the change is almost a factor
of 2 in amplitude. Both system (e.g., source depth or ampli-
tude variation) and environmental factors to explain this drop
were explored. However, the observed variations are not due
to system effects; both the source and receiver were essentially
omnidirectional, so motion from towing would have negligible
impact and the source–receiver positions were carefully mea-
sured on each ping. The variability in the reflection coefficient
must be due to seabed effects.

There are two other large changes (a factor of ∼2) in reflec-
tion amplitude: at 260 and 275 m. These were examined on an

individual ping basis and it was found that each peak occurs
from a single ping. Since the neighboring pings exhibit signifi-
cantly lower amplitude but significant Fresnel zone overlap, the
only reasonable explanation is focusing from bathymetric cur-
vature. The increased reflectivity at 300 m by contrast occurs
over many consecutive pings.

There is a spatial periodicity clearly observed in the reflection
data [see blue curve in Fig. 12(b)], which was estimated from
normalized data using a split window normalizer (averaging
window of 9.5 m and a guard band of 12.75 m). The main
peak of the spatial periodicity is at 26 m with a secondary
peak at 43 m. These periodicities do not correspond with any
motion of the source or receiver, thus they are not artifacts
related to system effects. It is possible that there are small-scale
bedforms unresolved in the bathymetry leading to either slight
focusing and defocusing or that other geological processes lead
to fluctuations on those scales.

B. Seabed Lateral Variability at the 10–100-m Scale

A comparison between reflectivity and bathymetry is shown
in Fig. 12(b) and (c). It should be noted first that the reflection
data positions may be biased forward along the track by some
meters because the source and receiver trailed slightly behind
the GPS receiver fixed on the back of the catamaran. Given
the measured length of cable between source and catamaran
(13.4 m) and the estimated source depth, ∼10 m, the maximum
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GPS-to-source horizontal offset, i.e., for a straight line cable,
is ∼9 m. The expected catenary cable geometry would reduce
that offset. Currents may have deflected the source from the
plane of the tow direction, but cross-track deflections would
be much, much less than 9 m. In summary, the track position
may be biased up to 9 m along track and a few meters cross-
track. Positional errors on the extracted multibeam data are less
than 1 m.

One salient point is the lack of obvious correlation between
the reflection coefficient and the bathymetry. The sand ridge
crest peak (at 46 m) is separated by more than 80 m from the
peak of the reflection coefficient (130 m). Also, near the end of
the track, there is a sharp rise in the reflection coefficient, but
the bathymetry is nearly flat. Only the central and lowest part of
the track has a reasonable correlation with the lowest reflection
coefficient values. It is important to observe that the bathymetry
varies only 30 cm along the track; the water depth changes are
very small.

The reflection data suggest four regimes, which are delin-
eated in Fig. 12(b) and (c) in the vertical dotted cyan lines and
numbered 1 to 4. First, the major features are described, i.e., ne-
glecting the small feature at about 300-m offset. Regime 1 seems
related to the sand ridge crest, but oddly, the reflection coeffi-
cient steadily increases from the lee side to almost precisely
halfway down stoss side (from ridge peak to trough). The cur-
rent direction is from the Southeast. At this point, there is a rapid
drop in reflectivity and this zone is called Regime 2. Regime 3
has generally low reflectivity values (with many peaks) and cor-
responds with the deepest part of the bathymetry. At about 375
m, the reflectivity rises sharply (Regime 4), even faster than the
decline in Regime 2. The final portion of the track looks similar
in reflectivity values to Regime 1, though with a steeper slope.

Returning now to the 23-m-long feature at 300 m, note that
this occurs on the stoss side of a very small ridge or mound
in the swale (the mound is about 85 m in length, ∼250–335 m
offset, and only 5 cm high). The rapid rise in the reflection
coefficient at ∼300 m has a similar slope with that at 375 m and
thus is designated as Regime 4. This regime is followed by a
decrease in the reflection coefficient very similar to Regime 2.
In fact, the Regime 2 slope, dR/dx = −0.005 m−1 , where R
is the reflection coefficient and x is offset distance, is essentially
identical at 150 and 310 m. The slope in Regime 4 is about twice
as large and with the opposite sign, dR/dx = 0.0123 m−1 at
300 m and 0.0096 m–1 at 375 m.

In an effort to quantify the geoacoustic variability along this
track, the density and sound speed were first estimated at the
average value of the simplest regimes 1 and 3 (shown in black
dash-dotted line). It is well known that there are numerous diffi-
culties (i.e., ambiguities) in estimating density and sound speed
from normal incidence reflection data. Reflection amplitudes
are influenced by many mechanisms including roughness, sedi-
ment volume scattering, seafloor curvature, layering, gradients,
and impedance changes. Resolving contribution from individual
mechanisms is generally not possible and for simplicity, here,
all mechanisms are ignored except the latter, i.e., the seafloor is
assumed to be a perfectly flat homogeneous half-space for each
consecutive ping. Ignoring the roughness can be justified by

noting the reflection coefficients are averaged in space, across
many roughness scales and thus should average out to the flat
case. With these assumptions, it is possible to estimate the along-
track sediment impedance Z (product of density and sound
speed)

Z = Zo (1 + R(π/2)) (1 − R(π/2))−1 (1)

where Zo is the seawater impedance. From the sediment
impedance Z, the sediment sound speed and density are esti-
mated from the empirical relations of Bachman [13]. These as-
sumptions applied to Regime 1 (R = 0.336) result in a sound
speed of 1684 m/s and density of 1.87 g/cm3, which compare
closely with the estimated sound speed (from the critical angle)
of 1680 m/s from the wide-angle data at a ridge crest along
the clutter track. The two crests are about 6 km apart, but the
congruence of the sound speed suggests ridge crest geoacoustic
properties may be similar in this region. In the swale, Regime
2 (R = 0.195) yields a sound speed of 1544 m/s and a density
of 1.68 g/cm3. This is in concordance with the nearby swale
site wide-angle measurements, which indicated that the sound
speed must be less than about 1585 m/s.

The fact that the approximate and average results in regimes
1 and 2 do not appear to be in gross error, suggested that includ-
ing all the regimes would not be unreasonable. In this analysis,
smoothing was performed such that only relatively large-scale
fluctuations with a high probability of being related to geoacous-
tic variability were preserved. The smoothed reflection data for
this part of the analysis is shown in Fig. 12(b) in the red line.

The result of applying the flat homogeneous assumptions and
the empirical equations to the spatially smoothed reflection data
is shown in Fig. 13. Note that there is a substantial variation
in both density and sound speed across the short track. This
is somewhat surprising given that the swale and crest differ in
water depth only by 0.3 m. It is not understood at this time why
the geoacoustic properties (impedance) increase from the ridge
lee side to the crest and then continue increasing until halfway
down the stoss side.

The lower sound speed and density in the swale (Regime 3)
clearly indicates a higher concentration of clay and silt particles
than on the ridge. In the swale, there is a significant (ostensible)
change in impedance at 300 m which likely represents a band
of coarser grained sediment. The width of the band is about
23 m, which is comparable to the secondary peak in the spatial
periodicity (at 43 m for a full cycle, 21.5 m for a half cycle or
band).

It is of interest to examine any correlations between the
normal incidence reflection data and 400-kHz backscatter; see
Fig. 14. It is difficult to see any clear correlation. There are two
or three higher backscatter (lighter color) lines perpendicular to
the track in the first one-third of the track (from Northwest to
Southeast). At other locations in the survey, the high backscat-
ter occurred on the lee side of ridges, though it is not clear here
if these features are related bathymetry [see the first 135 m;
Fig. 12(c)]. In general, there does not appear to be strong cor-
relations between the 400-kHz backscatter and the 1.5–10-kHz
reflection data, except to note that the third lineal feature is
roughly the end of Regime 1 (which may be coincidental) and
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Fig. 13. Estimated density and sound speed from smoothed normal incidence
reflection data along a track [see red line in Fig. 12(b)] from Northwest to
Southeast near the TREX13 main reverberation line.

the lineal features are separated by about 40 m, which was a
scale apparent in the reflection data. One potential correlation
is that the band of high reflection (likely coarser sediment) at
300 m [Fig. 12(b)] is near the slightly lower (darker) backscat-
ter, at about 2/3 of the distance along the track (from Northwest
to Southeast).

The backscatter data do not show any strong variations along
the wide-angle reflection track (short white line trending East–
West). There is, however, a thin lower backscatter (darker) arc
which intersects the track near its center. It is not clear what the
implications of this are. Also note that the otherwise apparent
uniformity of the backscatter for the rest of the short track should
not necessarily suggest surficial sediment homogeneity (given
the lack of correlation of the high frequency backscattering with
the normal incidence reflection track).

V. SUMMARY AND CONCLUSION

Measured wide-angle and normal incidence seabed reflection
coefficients off the coast of Panama City, FL, USA, contain valu-
able information on the geoacoustic properties. However, the
most potentially informative (wide-angle) observations at two
sites also raised a puzzling question. Neither dataset showed the
usual (in our experience) interference pattern caused by classi-
cal one-half and one-quarter wavelength resonances that occur
in plane-layered media. Though there is evidence for layering
at the swale site and the crest site, a mechanism (or mecha-
nisms) exists that perturbs the interference patterns. Since the

Fig. 14. Multibeam backscatter data [20] with normal incidence track (white
line trending from Northwest to Southeast, ∼440 m in length) and wide-angle
track (short East-west white line, ∼25 m in length). The gray scale spans 23 dB
with 0 dB in black and 23 dB in white.

interference patterns require flat parallel boundaries, boundary
roughness is one hypothesis for the perturbations. A second pos-
sibility is the presence of strong volume heterogeneities which
would lead to decorrelation of the up and down-going wave
fields in a layer.

Only the roughness hypothesis was examined. Simulations
performed at the swale site explored the effects of roughness on
the wide-angle interference patterns. The simulations showed
similarities with measured data when 1) the spectral exponent
was large, i.e., much greater power in the low spatial wavenum-
ber spectrum relative to that in the high wavenumbers; and
2) the Fresnel zone was of the order or smaller than 2πL, where
L is the spectral cutoff. The main mechanism was focusing and
defocusing of the acoustic field due to interface curvature, which
results in broadband peaks and valleys superposed on the inter-
ference pattern and in some cases destroying the interference
pattern entirely.

The broadband peaks/nulls in the swale site data appear to
be due to focusing/defocusing. The roughness hypothesis ap-
pears to be correct at this site inasmuch as simulations showed
features similar to the measured data. Furthermore, an alterna-
tive hypothesis of scattering from volume heterogeneities would
not produce focusing and defocusing. Though the evidence is
strong, the roughness hypothesis cannot be completely verified
inasmuch as layer roughness statistics are insufficiently known.
The lower layer roughness statistics are not known at all (and
very difficult to obtain), and the water-interface statistics are in-
complete (lacking an estimate of spectral cutoff) and uncertain.
Two estimates of the roughness statistics were considered: one
derived from laser line scanner data which indicated focusing
comparable to the data when the spectral length was employed
as a free parameter. The roughness statistics derived from multi-
beam bathymetry data did not show comparable focusing for any
reasonable value of spectral cutoff length. In summary, simula-
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tions indicate interface roughness is the likely explanation for
the swale data interference perturbations.

Normal incidence reflection data were employed to estimate
surficial sediment sound speed and density along a track extend-
ing from one ridge to the swale and partially onto another ridge.
The track was located ∼3.5 km Southeast from the TREX13
moored reverberation source and receiver, where poorly sorted
sediments associated with the ebb tide delta dominate the sur-
ficial sediment fabric. The elevation change between ridge and
swale there is rather small, about 0.3 m. The normal incidence
data showed clear signs of focusing effects, adding additional
credence to the roughness hypothesis as an explanation for the
nearby swale site measurements.

In summary, the sediment geoacoustic observations from
the wide-angle and normal incidence reflection measurements
indicate the following.

1) The wide-angle reflection data at the crest site show the
following.

a) The data cannot be modeled with the assumption of
a homogeneous half-space. The half-space assump-
tion does not correctly model the angle or frequency
dependence of the data below the critical angle, at
the critical angle or above the critical angle.

b) The data can be modeled reasonably well with the
assumption of layering. The layered assumption
leads to general correspondence with the data below
the critical angle, at the critical and (largely) above
the critical angle. It does not capture seemingly ran-
dom perturbations at some angles above the critical
angle. These perturbations might be explained by
the addition of layer roughnesses, but more likely
by the addition of volume scattering within the
layer. Sound speed, density, and attenuation gra-
dients also seem to be important in explaining the
data.

c) The data indicate that the sound speed was nearly
independent of frequency, 1.5–10 kHz, due to the
behavior of the critical angle.

d) The data yield a sound speed and density similar to
that at a ridge close to the swale site 6 km to the
east.

2) The wide-angle data at the swale site can be modeled with
a single layer with roughness at both boundaries. Since
there is a low-angle interference pattern, the data cannot
be modeled by the half-space assumption. The rough-
ness parameters that reasonably explain the data were
derived from laser-line scanner data measured at the
water-sediment interface and applied also at the subbot-
tom layer interface with spectral cutoff treated as an
unknown (free) parameter. A spectral cutoff value of
L = 0.3 m yields simulated results comparable to the
measured data.

3) Normal incidence reflection along a 440-m-long track
near the swale site indicates the following.

a) The clear presence of focusing/defocusing, which
strengthens the focusing/defocusing interpretation
at the nearby swale site.

b) Four distinct geoacoustic regimes from one ridge
crest to another that appear loosely correlated with
bathymetry: lee to stoss side of ridge crest, halfway
down the stoss side to the base of the swale, the
swale, and the transition between the swale and the
lee side of the next ridge crest [see Figs. 12(b) and
13]. In the swale regime, there is a small mound, 5
cm in height that exhibits regimes that are similar
to those on the larger ridges.

c) Substantial geoacoustic lateral variability. For ex-
ample, the sound speed changes from 1550 to
1700 m/s in a lateral distance of 20 m on the stoss
side of the ridge. The change appears to be related
to water depth and position on the ridge, but water
depth differences that separate the two sound speeds
are only about 0.1 m [see Figs. 12(b) and 13].

d) Spatial periodicities of 26 and 43 m, suggesting a
spatial periodicity in the sediment structure in the
swale.

The underlying cause of the geoacoustic variations, e.g., the
geologic and/or hydrodynamic mechanisms that control the
geoacoustic spatial variability are not understood at present.

The analysis did not employ the planned plane-layered inver-
sion methods. Nevertheless, the sediment properties presented
here, though somewhat crudely estimated from theory and for-
ward modeling, may have some value for future scattering, prop-
agation, and reverberation studies.

APPENDIX I

A. Geometry Reconstruction

Neither the time nor position was measured with sufficient
accuracy at the source and receiver to determine the precise time
of signal transmissions. Thus, instead of having absolute travel
times, relative travel times between direct and bottom reflected,
and direct and sea surface reflected arrivals were employed to
estimate source–receiver offset and other parameters of interest.
A ray-based forward model [21] was applied in a Bayesian inver-
sion framework to estimate the source–receiver offsets (ranges),
reflection angles at the seabed, source depth, and water depth
together with rigorous uncertainties for all parameters.

Fig. 15 shows a representative result for the measured relative
travel time data (blue) and the fits (red) for two receiver depths.
The first 120 data points are the direct-bottom relative travel
times for the upper receiver. The second 120 data points are
the direct-surface relative travel time data and fits for the upper
receiver. The variation in measured travel time fits from sea
surface swell is apparent (blue line from 120–240) compared to
the smooth (assumed flat surface) of the model. The remaining
240 data points pertain to the lower receiver.

The uncertainties associated with the four parameters of in-
terest are shown in Fig. 16. The minimum source–receiver offset
(range) for this leg was about 4 ± 0.1 m, with an uncertainty
that increases with increasing range. The resulting uncertainties
in the seabed angle estimation are shown in the top plot, and are
about 1° or less.
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Fig. 15. Relative travel times for the direct-bottom and direct-sea surface paths for the measured data (blue) and the fits (red) using a ray-based inversion.

Fig. 16. Uncertainty estimates for the parameters of interest from the ray-based relative travel-time inversions (data fits shown in Fig. 15).
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Fig. 17. Sound speed profile on May 5 with the range of source and receiver
depths indicated.

The sound speed profiles were nearly isospeed (an example
is shown in Fig. 17), though refraction was not negligible in
estimating the experiment geometry. Refraction effects were
included in the ray-based Bayesian estimation. The Bayesian
estimates of the source–receiver geometry were compared with
independent measurements by computing source tow speed, v

v =
|rj − rj−1 |

η cos θ
(2)

where rj are the estimated source–receiver offset ranges, η is
the pulse repetition rate (in seconds), and θ is the angle in the
horizontal between the tow radial and the receiver

sin θ =
min |rj |

rj
. (3)

The ray-based travel-time Bayesian inversion tow speed es-
timates were compared with those from a catamaran-mounted
GPS, and from relative-velocity estimation using the Doppler
cross-power spectral phase [12] as well as the traditional ambi-
guity function approach, see Fig. 18. The latter three methods
are sampled at the pulse repetition rate, 0.5 s, whereas the GPS
data are sampled at 5 s. The source–receiver depth difference es-
timated from the ray-based inversion results was used to convert
relative velocities to tow speed.

The instantaneous source tow speed is a function of the
ship speed (slowly varying) and the dynamics of the cou-
pled catamaran-suspended source system moving over passing
waves. Visual observations showed that the catamaran sped up
when advancing down a front of a wave crest, then slowed near
the trough. These fluctuations in the speed are not captured in
the slowly sampled GPS data, but are captured in the other three
methods, see Fig. 18. While the non-GPS methods give simi-
lar results, some differences/errors are evidence. The Doppler
formula appears to underestimate the speed for transmissions 4
and 5 and perhaps 113 and 116. The ambiguity function method
greatly overestimates the speed for transmission 8–13, 17, and
31. The relative travel-time inversion (Bayesian) appears ro-
bust at far ranges (small and large transmission numbers), but
has two errors near CPA, which is at transmission 62. In sum-

mary, all three methods follow the GPS data reasonably well.
The ray-based travel-time inversion (Bayesian) results indicate
the methodology for estimating source and receiver depths and
range is robust except near CPA.

APPENDIX II

A. Seabed Interface Roughness Power Spectrum Estimate

Roughness power spectra were estimated using multibeam
bathymetry collected by de Moustier and Kraft [20], and laser
line scanner measurements collected by Hefner et al. [19]. In
both cases, roughness measurements exist as 2-D digital eleva-
tion maps (DEMs). 1-D marginal roughness power spectra are
obtained by removing a linear trend in a particular direction, ap-
plying a Hann window, performing a fast Fourier transform, and
incoherently averaging in the orthogonal direction. Power spec-
tra are normalized such that the windowing processes preserves
the root mean square roughness of the original measurement.

The multibeam bathymetry estimates have a spatial resolution
of 1 m × 1 m and are known to have minor residual noise from
tides. Data used to estimate power spectra were confined to a
square with a side length of 750 m centered at the swale site. The
square was oriented such that its sides were either perpendicu-
lar or parallel to the ridge-swale crests. Marginal spectra were
obtained by taking Fourier transforms both along and across the
crest principle directions. Laser line scan measurements were
taken near the swale site and have spatial resolution of 1 mm ×
1 mm. The laser scanner was not outfitted with a compass, so the
precise direction of the power spectrum estimates is unknown.
Laser scanner spectra are also averaged over independent loca-
tions, as 2-D DEMs were measured at multiple locations near
the swale site.

Results for marginal spectra are displayed in Fig. 19 as a
function of spatial wavenumber in rad/m. Spectra are shown
from multibeam bathymetry across and along the crest direc-
tions, which cover the low-wavenumber regime, as well as the
spectra from the line scan measurements, which cover the high-
wavenumber regime. For the multibeam spectra, attention is
restricted to the wavenumber region above 2π/10 m, which is
approximately the scale corresponding to the largest Fresnel
zone in the reflection measurements. The highest wavenumber
portion of multibeam roughness spectra is not shown because it
is subject to processing artifacts. For the spectrum derived from
the laser scanner, attention is restricted to wavenumbers below
1100 rad/m. Above this wavenumber, the spectrum appears to
be contaminated by noise.

A model power spectrum of the form W (K) = w1 /Kγ1 was
fit to the measured data, where K is the wavenumber magnitude,
w1 is the spectral strength, and γ1 is the spectral slope. Model
parameters were fit to multibeam and line scanner data inde-
pendently, and by using both spectra together. Parameters were
estimated using linear least-squares in log-log space, and can be
found in Table V. The model fits are displayed as dashed and
dotted lines in Fig. 19. Visually, fits to the multibeam and laser
scanner spectra are quite consistent with one another and appear
to form a continuous power-law spanning over three orders of
magnitude. Numerically, estimates of the model parameters are
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Fig. 18. Comparison of ray-based travel time geometry estimates (Bayesian) converted to ship speed Eq. (2) with other measurements, including GPS (every 5
s), and Doppler estimation using a newly derived formula [12] (every 0.5 s) and the traditional ambiguity function method. The CPA is at transmission 62.

Fig. 19. Spectra of multibeam data [20] and APL-UW laser line scanner data
[19] with fits.

TABLE V
MODEL PARAMETERS ESTIMATED FROM MEASURED ROUGHNESS SPECTRA

FROM MULTIBEAM BATHYMETRY AND LASER LINE SCANNER DATA SCANNER

IGNORING THE LOW WAVENUMBERS FROM BOTH DATA SETS

Data Source 1-D spectral strength
w1 (m 4 )

1-D spectral exponent γ 1

Multibeam 2.04 × 10–5 1.98
Laser line scanner 2.27 × 10–5 1.86
Total 2.12 × 10–5 1.85

very similar, although they exhibit slight discrepancies between
the multibeam and line scanner measurements.

The multibeam-derived spectral parameters used in the text
have Gaussian distributed interface slopes with a standard de-
viation of about 14°. The slope distribution is independent of
the spectral cutoff values employed here, i.e., the slope distribu-
tion is dominated by the high-spatial wavenumbers. In this case

(relatively small γ), the slopes depend somewhat on the dis-
cretization. The modeling in this paper samples the boundary
at 30 points per (acoustic) wavelength, thus, the 14° slopes are
higher than a more typical sampling of 10 points per wavelength.
Nevertheless, the 14° slopes do not seem unrealistic.
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